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Abstract

Vectorized sketch generation is an interesting domain of image generation dealing
with vectorized sketches that not just closely resemble the way humans typically
draw but also have the advantage of scaling up or down without loss in image
quality, in contrast to raster (pixelated) images. With the recent popularization of
text-conditioned raster image generation because of the power of human language
to describe complex scenarios succinctly by Glide, DALL-E 2, Imagen, and others,
we extend this idea to vectorized sketch generation in this paper. Precisely, we
explore diffusion models for the problem of text-conditioned vectorized sketch
generation, improving sample quality through classifier-free guidance. Across
five different classes, our model achieves an average Fréchet Inception Distance
(FID) score of 6.5, an average Geometry Score (GS) of 3.4, average Kynkäänniemi
precision and recall of 0.57 and 0.68 respectively, and average image classifier
acc@1 and acc@10 of 56.1 and 92.4 on the Quick, Draw! dataset, achieving
competitive performance on these metrics.1

1 Introduction and Motivation

High quality image generation has become an exciting avenue for research with applications in
generating human faces [1], cartoons [2, 3], medical images [4, 5], human poses [6], inpainting [7],
editing [8], super-resolution [9], and much more. While these and many other works work mostly
with raster (pixelated) images [10, 11], vectorized sketches that make use of strokes and point-slopes
are a more natural way of thinking about how humans draw (generate) images or sketches.

They have the added advantage over raster images of being lightweight in file size, and being able to
scale up or down without loss in image quality, which is possible because vector images work with
strokes and point slopes rather than with individual pixels that determine image resolution.

Architectures like SketchRNN [12], which uses a recurrent neural network for generating stroke-based
drawings, SketchHealer [13], which uses a graph-to-sequence network for recreating partial human
sketches, and SketchKnitter [14], which uses a diffusion model to generate vectorized sketches
through DDIM sampling, are popular. Vectorized sketch generation is of particular interest because it
enables a wide variety of use cases ranging from the ability to generate icons and logos on the fly
for a UI, complex designs that fit on a business card and on a billboard, synthetic data for training,
step-by-step tutorials on sketching, “healing” bad drawings or completing them, and potentially
domain adapting and producing sketches for out-of-vocabulary words.

All works in the space of vectorized sketch generation have focused on either unconditional generation
or conditioning on a part of the sketch for sketch completion or healing. Recent popularization of
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(a) Timelapse of how humans would typically draw a house, i.e., using strokes.

(b) Preservation of image quality with scaling up by vectorized images.

text-conditioned diffusion models like DALL-E 2 [15], Glide [16], and Imagen [17] have shown
potential to generate text-conditioned images—a more natural and effective way of communicating
what kind of image a model should generate through the power of human language, which is able to
describe complex scenarios succinctly. In the human handwriting space, [18] and [19] are popular
works. A key challenge is to come up with an idea that is able to apply text-conditioning to vector
sketch generation under economic and resource constraints when text prompts are not available for
training.

In this paper, we build on the SketchKnitter [14] paper and explore text-conditioned diffusion models
for vectorized sketch generation. Concretely, we make the following key contributions:

1. We come up with a unique way to annotate sketches given limited money and time for
crowdsourcing.

2. We condition on text during training by feeding text tokens into a Transformer [20] used as
a text encoder, and introduce classifier-free guidance to improve sample quality.

3. Across five classes, our model achieves an average Fréchet Inception Distance (FID) score
of 6.5, an average Geometry Score (GS) of 3.4, and average Kynkäänniemi precision and
recall of 0.57 and 0.68 respectively on the Quick, Draw! dataset2, achieving competitive
performance on these metrics.

4. Our model achieves recognizability scores acc@1 and acc@10 of 56.1 and 92.4 on an
AlexNet-based image classifier, outperforming the former state-of-the-art SketchKnitter.

5. We perform ablation studies to analyze learned text embeddings, what happens when
isotropic Gaussian noise is added to them, how metric scores perform per class, and how
metrics are affected by tuning sampling hyperparameters.

To the best of our knowledge, there has not been any previous paper on text-conditioned vectorized
sketch generation.

2 Related Works

Our work is a follow up to and extends the following two works to combine the power of vector
images and text-conditioning:

SketchKnitter [14]. This paper proposes generating sketch stroke sequences in vector format
from noise by denoising diffusion implicit models (DDIMs) [21]. The generative model learns a
distribution over stroke points’ locations from a deformation-based denoising process which starts
from noise. It also learns to predict a binary pen state for each of the stroke points representing
whether the pen is “touching the paper” when “sketching” the strokes. The paper also explores
conditional generation through classifier guidance for tasks such as sketch completion and healing by
conditioning on certain parts of the sketch. Unconditional diffusion models rarely allow tailored and
nuanced sketch generation; so, we extend SketchKnitter’s idea to add text-conditioning to the model
by leveraging the power of human language.
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GLIDE [16]. Motivated by the ability of text-to-image models to handle free-form prompts, this
paper applies guided diffusion to the problem of text-conditioned image synthesis. First, they train
a 3.5 billion parameter diffusion model that uses a text encoder to condition on natural language
descriptions. Then they compare two techniques for guiding diffusion models towards text prompts:
CLIP guidance [22] and classifier-free guidance [23]. Because CLIP is primarily used for jointly
learning an embedding for text and raster images, and given the effectiveness of classifier-free
guidance, we employ Glide’s strategies and apply them to SketchKnitter. Text conditioning requires
lots of annotated images for training, but since we have none and are under resource and economic
constraints, we come up with a unique and quick labelling strategy that is able to fulfill the requirement
and can be generalized to when carefully crafted annotations are available.

3 Problem Statement

The problem that we will be investigating is how to generate vectorized sketches conditionally from
a specified text prompt. More precisely, we are given a sketch s0 = {s(1), s(2), . . . , s(N)}, where
∀i, s(i) = (∆x(i),∆y(i), g(i)) are 3-D vectors. (∆x(i),∆y(i)) represents the coordinate offsets
during the pen’s moving trajectory and g(i) represents the binary pen state, denoting whether the
pen is touching the paper. Our goal is to learn a probability distribution over the offsets from the
training data by a diffusion model conditioned on a text prompt c that identifies what the sketch s0
represents. Then, a sketch can be drawn given the estimated coordinate offsets for each point and the
corresponding pen state inferred by a pen-state network.

3.1 Dataset

We use Google’s Quick, Draw! dataset2, which consists of 50 million vectorized drawings across 345
categories collected from a drawing game Google created. We select categories apple, umbrella,
moon, shoe, lion, and fish, each with 70k samples. Our techniques can, however, be extended to
many more categories given sufficient resources.

The Quick, Draw! dataset does not come with labelled annotations for every sketch, so, to condition
on text prompts, we employ a unique way to get the job done and not have to manually annotate or
crowdsource around 420k sketches. We randomly assign one of the following prompts to sketches
from either class by constructing grammatically correct sentences:

• This is {a,an,the} {apple,umbrella,moon,shoe,lion,fish}
• Sketch of {a,an,the} {apple,umbrella,moon,shoe,lion,fish}
• Image of {a,an,the} {apple,umbrella,moon,shoe,lion,fish}
• Here is {a,an,the} {apple,umbrella,moon,shoe,lion,fish}

We construct a vocabulary for words from this mini universe after converting these prompts to
lowercase, prepend and append the special tokens <start> and <end>, and convert to indices. The
idea behind using a small number of prompts is that they can be quick to produce while also being
representative of how working with a larger, more carefully crafted, set of text prompts given time
and money could be.

For processing the sketches, we sanitize them by removing all sketch vectors with size more than 96,
also removing large gaps between sketch points by clipping them to lie in the range [−1000, 1000].
We further normalize each sketch vector by dividing by the standard deviation of all sketch points.
After these pre-processing steps, the number of samples left for training per class is visualized in
figure 2.

2https://github.com/googlecreativelab/quickdraw-dataset
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Figure 2: Number of training samples per class after pre-processing.

3.2 Evaluation Metrics

The quantitative metrics we use to evaluate our model are:

• Fréchet Inception Distance (FID) [24] which measures the similarity of generated sketches
to real drawings based on the Fréchet distance between Gaussians fitted to image feature
representations from the Inception network,

• Geometry Score (GS) [25] which compares the geometric properties of the generated and
true image data manifolds, and

• Kynkäänniemi et al.’s image generation precision and recall metrics [26]. Kynkäänniemi
precision measures the likelihood that a random image from our generated distribution Pg
falls within the support of our real image distribution Pr. Recall measures the likelihood
that a random image from Pr falls within the support for Pg .

We also train a multi-category classifier built on AlexNet on the training set of all 345 QuickDraw
categories. We use higher recognition accuracy as a proxy to determine the recognizability of sketches.
Following the practices used in SketchHealer [13] and SketchKnitter [14], we use acc@1 and acc@10
as evaluation metrics. acc@K denotes the accuracy of obtaining the true category from AlexNet
within the top K predictions. We also evaluate our samples qualitatively by ensuring that they visually
look like the text prompt we feed before sampling.

4 Technical Approach

We use the architecture from the SketchKnitter paper [14] as a baseline, which is as follows: During
the forward process, noise is gradually added to the sample sketches by drifting each sketch’s
coordinate offsets along the x and y directions. Then, during the reverse process, a trainable U-
Net ϵ(t)θ (st) ∈ RN×2 estimates noise in the form of coordinate offsets for a sketch st ∈ RN×2 at
timestep t. A trainable embedding and a decoding layer transforms the input st into an embedding
et ∈ RN×128, and the penultimate feature embedding is converted back to coordinates. A single
head attention layer is used to inject timestep t’s embedding into the convolution blocks in the U-Net
during downsampling following DDIM [21].

The diffusion model learns a distribution over coordinate offsets for sketch points. However, to
predict a binary pen state for each of the stroke points, the feature vector from the penultimate layer
of the U-Net is passed through a trainable linear layer followed by a sigmoid function to get ĝ(i).
When ĝ(i) > 0.5, it indicates that the pen is touching the canvas at point i. This is done for each
timestep in the generative process.

We add own modifications to the above, illustrated in Figure 3. To condition on text, we follow
GLIDE [16]: we feed text tokens into a Transformer [20] model. The output of this transformer
is used in two ways: first, the final token embedding is used in place of a class embedding in
the U-Net model; second, the last layer of token embeddings (a sequence of feature vectors) is
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Algorithm 1 Training the model using classifier-free guidance

Require: puncond: probability of unconditional training
Require: γ: weight given to the pen state loss

1: repeat
2: (st, c) ∼ p(st, c) ▷ Sample data with text prompt from the dataset
3: c← ∅ with probability puncond ▷ Randomly discard conditioning to train unconditionally
4: Ld(θ)← E

[
∥ϵ(t) − ϵ

(t)
θ (st|c)∥22

]
▷ ℓ2 loss between estimated and generated noise

5: Lp(θ)← 1
N

∑N
i=1

[
−g(i) log(ĝ(i))− (1− g(i)) log(1− ĝ(i))

]
▷ Pen state loss

6: L(θ)← Ld(θ) + γLp(θ) ▷ Total training loss
7: Take gradient step on ∇θL(θ) ▷ Optimization of denoising model
8: until converged

Algorithm 2 Sampling from the model using classifier-free guidance

Require: w: guidance strength ≥ 1
Require: c: conditioning information for conditional sampling

1: ϵ̂θ(xt|c)← ϵθ(xt|∅) + w · (ϵθ(xt|c)− ϵθ(xt|∅))
2: v ∈ RN×128 ← Feature vector from penultimate layer of U-Net
3: fψ ← Trainable linear layer
4: ĝ = sigmoid(fψ(v)) ▷ Estimated pen state

separately projected to the dimensionality of each attention layer throughout the U-Net model, and
then concatenated to the attention context at each layer. To further improve sample quality, we employ
the classifier-free guidance strategy [23] as detailed by Algorithms 1 and 2. The reason for using
classifier-free guidance over classifier guidance is its simplicity, leveraging the knowledge that the
diffusion model has already learned, and not having to train a separate classifier on noisy samples.

The loss function optimized during training is:

E
[
∥ϵ(t) − ϵ

(t)
θ (st|c)∥22

]
+ γ

1

N

N∑
i=1

[
−g(i) log(ĝ(i))− (1− g(i)) log(1− ĝ(i))

]
,

where the first term is the ℓ2 loss between the estimated and generated noise, and the second term is
the mean binary cross entropy loss between the estimated and target pen state, weighted by γ which
is a hyperparameter.

Figure 3: Our model architecture comprising of a U-Net for approximating noise and a Transformer
for learning text embeddings.
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Table 1: Model evaluation on FID, GS, Precision, and Recall (n=512 samples) using the best w for a
given class. This is w=5 for all classes except moon which achieves maximum performance at w=1.

Model FID ↓ GS ↓ Prec ↑ Rec ↑
SketchKnitter (Unconditional) 6.9 3.4 0.52 0.88
Ours (on text prompts for class apple) 6.4 3.1 0.60 0.75
Ours (on text prompts for class umbrella) 7.0 4.5 0.52 0.54
Ours (on text prompts for class moon) 6.6 3.0 0.58 0.71
Ours (on text prompts for class shoe) 6.0 3.2 0.57 0.77
Ours (on text prompts for class lion) 18.4 5.6 0.13 0.52
Ours (on text prompts for class fish) 6.3 3.1 0.59 0.74
Average across classes (w=5) 8.5 3.8 0.50 0.66
Average across classes (w/o lion) (w=5) 6.5 3.4 0.57 0.68

Table 2: Recognition results for SketchKnitter and our model on an AlexNet model. We use the same
AlexNet parameters as those present in the SketchKnitter paper and evaluation code.

Model acc@1 acc@10
SketchKnitter (Unconditional) 52.4 90.2
Average across classes (w=5) 55.6 92.1
Average across classes (w/o lion) (w=5) 56.1 92.4

5 Experiments

To run our experiments, we sample 512 images for every possible pair of sketch category (class ∈
{apple, umbrella, moon, shoe, lion, fish}) and w. Recall from Algorithm 2 that w represents
the guidance strength hyperparameter and for our experiments, w ∈ {1, 2, 3, 4, 5}. w signifies
the weight our sampling process should put on our conditioning information, where w = 0 is
unconditional sampling (and, by extension, the output of SketchKnitter). We use this approach to
evaluate the success of including conditioning information in our sampling process. The baseline
we use is SketchKnitter, which is described in detail in the first half of Section 4, since it achieves
state-of-the-art performance in vectorized sketch generation on all four of our evaluation metrics.

5.1 Model Hyperparameters

Our U-Net makes use of 3 residual network blocks, 4 attention heads, attention resolutions of 16, 8,
and dropout of 0.1. The transformer expects a text token length of 6, has a width of 24, 2 heads, a
depth of 5, and uses Layer Norm after the output layer. We use 1000 diffusion steps for training and
sampling, learning rate of 1e-4, batch size of 512, AdamW optimizer with a weight decay of 0.001,
uniformly annealing LR scheduler, linear noise scheduler, and run the model for 100k iterations.

Our model is trained using a single NVIDIA T4 GPU on Google Cloud Provider.

5.2 Results

For our baseline model, which is SketchKnitter without text-conditioning, we directly take its
evaluation performance from the paper. Section 3.2 provides a detailed explanation of the metrics we
use for evaluation. We want to achieve low FID and GS scores (the real (human drawn) and generated
image distributions should have similar features and geometric properties) and high precision and
recall (the real (human drawn) and generated image distributions should overlap as much as possible).

We include the results of our experiments in Table 1, reporting them for the best w value for each
class. We are able to achieve state-of-the-art performance or near state-of-the-art performance for
FID, GS, and precision for 5 of our classes. Since FID and GS tend to reflect human-perceived
similarity to a real image, we believe that this indicates that our samples accurately mirror their
associated category. This is corroborated by our qualitative observations: Figure 4 shows 13 samples
generated from each class.
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Figure 4: Samples generated by the model for w = 5 on different text prompts.

We do note that we were not able to achieve state-of-the-art performance on recall, even when
discounting our outlier lion class. However, our recall is still on par with former state-of-the-art
solutions such as SketchRNN [12] and SketchPix2Seq [27], which achieve recall scores of 0.72 as
compared to our value of 0.68. Since our precision performs much better, this likely means that our
model is mimicking the real sketch image distribution quite well but possibly only focusing on a
small portion of it, indicating minor mode collapse. We also achieve state-of-the-art recognizability
metrics on an AlexNet-based image classifier, surpassing the results of SketchKnitter even when
factoring in our outlier class lion. These results are presented in Table 2.

5.3 Discussion

Though 5 of our classes achieved maximal performance when w = 5, it is interesting to note that
moon achieved its best performance when w = 1, which is when the U-Net samples completely
conditionally without any influence from the unconditionally-trained model, although there is no
apparent trend that changing w has for this particular class over different metrics like other classes
have. A possible reason why this might be is because moon is, arguably, the easiest class to draw
sketches of, and increasing guidance strength, thus, does not amount to a clear improvement in sample
quality. We also note that every w value for moon results in state-of-the-art or near state-of-the-art
results across all metrics so this discrepancy may be accounted for by sampling variance.

We also note that one class lion performs much worse than any of the others. We have two possible
hypotheses for this phenomenon. The first is that there is a training data disparity between lion
and the other 5 classes. In fact, there are 3 times as many samples in any other class as there are in
lion. With fewer data points, our model may have had a tougher time generalizing on this class. Our
second hypothesis is that lion is simply harder to draw and requires more stroke points than any
other class. We can observe this in Figure 4. The other classes appear to be the product of much
fewer strokes and can all be drawn without lifting the “pen” once. lion, on the other hand, requires
many more strokes and possible shifts in pen state. We note that SketchKnitter labeled lion as a
complex category since it required >100 stroke points on average. The results of SketchKnitter also
indicate that their metrics performed much worse on complex sketches. We did not separate our
categories into categorical complexity due to resource constraints but this would be an interesting
future analysis direction.

We note that, unlike the other metrics, our recognizability scores (for w = 5) perform better on all
of our classes including lion. This likely demonstrates the importance of including any form of
conditioning information during sampling since even though human perception proxy metrics perform
worse, our sampling process is likely generating sketches which encode category-coded features that
our AlexNet model picks up on.
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6 Ablation Study

6.1 Evolution of Sketches with Time

In figure 5, we visualize the evolution of the sketch generation process for a single sketch from each
of the 6 classes we train our model on. Out of the 1000 diffusion steps over which we sample, the
first 600 steps make very slow progress in terms of gradually estimating the noise; the sketches are
not generally recognizable before this point. In the last 400 steps, the progress toward sketching a
recognizable sample is quick. While the object being sampled is “recognizable” by the 900th step,
the last 100 steps work towards smoothing out the corners of the strokes, making them look more
like curves and realistic.

t=1 t=100 t=200 t=300 t=400 t=500 t=600 t=700 t=800 t=900 t=1000

Figure 5: Evolution of sketches sampled from each class at timesteps t ∈ {1, 100, . . . , 1000}.

6.2 Text Embedding

We visualize how the embeddings are learned for the text prompts we provide to the model during
training in figure 6. This is done using the Uniform Manifold Approximation and Projection (UMAP)
algorithm [28], which is able to perform non-linear dimensionality reduction, using the Euclidean
metric.

There is an underlying structure that our model learns. All of the individual words (<start>, shoe,
an, etc.), even though they appear in prompts for different classes, get mapped very close in the
embedding space. Words that do not correspond to object names (<start>, <end>, image, this,
here, of, is, the, and sketch) get mapped farther away from those that correspond to object names,
implying that the model learns to differentiate between these subgroups. An interesting observation
is that a and an also get mapped close to the object classes in the embedding space, possibly because
their presence accentuates the difference between classes that are nouns (apple and umbrella) and
those that are not (fish, lion, etc.).

6.3 Isotropic Gaussian Noise Perturbation of Text Embedding

The importance of text embedding over conditioning on only class labels is that, for the model, class
labels act as distinct entities that need to be provided as is during the sampling stage to be able to
generate a sketch for; i.e., if a model sees class labels 1, . . . , k during training, it needs to see one of
these k labels during sampling time to condition on. The advantage for text embedding is that similar
entities are mapped closer together in the embedding space and it is possible to move through this
continuous space.
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Figure 6: Visualization of text prompts used for training.

A sign of a robust model is that it is invariant to small perturbations to the text embedding. Here, we
explore this question by adding isotropic Gaussian noise to a text embedding prior to feeding it to
the model during the sampling stage. More precisely, if ζ is the embedding of a text prompt c, then
we perturb ζ to get ζ + ε where ε ∼ N (0, 1). Figure 7 shows that the model is still able to generate
good quality samples from these perturbed embeddings, highlighting the power of using text over
class labels.

Figure 7: Samples generated after adding isotropic Gaussian noise to text embeddings.

6.4 Changing the Guidance Score

We note in Figures 8 and 9 that increasing the guidance score generally improves our metrics. The
one exception, moon, is discussed in Section 5.3. This is in line with what is expected since higher
guidance scores encode more conditional information which can be used to generate more informed
samples.
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Figure 8: Plot of FID versus guidance score per class.

Figure 9: Precision vs Recall trade off. We sweep over guidance scores of {1, 2, 3, 4, 5}.

7 Conclusion and Future Work

Using SketchKnitter as a baseline, we were able to construct a model that uses text-conditioning to
generate vectorized sketches. Using simple annotation techniques and inspired by GLIDE, we are
able to condition on text during training by feeding text tokens into a Transformer serving as a text
encoder. We diverge further from SketchKnitter’s architecture by utilizing classifier-free guidance as
opposed to classifier guidance which simplifies the sampling process while still generating impressive
samples due to the knowledge learned by the diffusion model. Across five different classes, our
model achieves competitive performance on various metrics. Text-conditioned vectorized sketch
generation is an important yet under-explored field of generative modeling and our model hopefully
represents the first step to generating accurate sketches for use in UIs, advertising, or even damaged
artwork restoration.

Further research can look into how generalizable this approach is in terms of training on more
carefully curated text annotations and how easily our model can extend to out-of-vocabulary words,
how sampling can be sped up since 1000-step diffusion is much slower than non-diffusion approaches,
and how an evaluation framework can be constructed for conditional vectorized sketch generation.
Since there is no precedent for text-conditioned vectorized sketch generation, we used popular
evaluation metrics from the unconditional vectorized sketch generation literature but there may be
better methods more suited towards conditional approaches.
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